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UNIT – 1

1. Computer architecture is abstracted by its _______.
a. Instruction





b. Instruction set
c. Organization




d. None of the above
Ans: b
2. Instruction sets include-
a. Opcode





b. Addressing modes
c. Registers





d. All of the above
Ans: d

3. Sequential computer was improved from bit-serial to-
a. Bit-parallel





b. Byte serial
c. Word-parallel




d. None of the above
Ans: c

4. Von Newmann architecture is slow due to the _______ execution of instructions in a program.
a. Sequential





b. Parallel
c. Non-execution




d. None of the above
Ans: a

5. The term ‘computer architecture’ was coined in-
a. 1972






b. 1978
c. 1964






d. 1968
Ans: c

6. _______ levels can be used for describing a computer-
a. 1






b. 2
c. 3






d. 4
Ans: d

7. ________ Model is more suitable for special purpose computations.
a. SIMD





b. MISD
c. MIMD





d. Both a and b
Ans: d

8. Hazards in pipelines can make it necessary to __________ the pipeline.
a. Stall






b. Stake
c. Storm





d. None of the above
Ans: a

9. When a machine is pipelined, the ____ execution of instructions requires pipelining of the functional unit.
a. Overloaded





b. Over rode
c. Overlapped





d. Overcrowded
Ans: c

10.  The ratio which stays constant as performance and cost is increased by equal factors is called as-
a. Performance Ratio




b. Cost Ratio
c. Cost-Performance Ratio



d. All of the above
Ans: c

11. The cost-performance ratio is a good indicator of ________ quality for small changes.
a. Relative





b. Absolute



c. Absolute relative




d. All of the above
Ans: a

12. The processors in a multiprocessor system communicate with each other through _______.
a. The shared variable in a common memory

b. Shared memory
c. Both a & b





d. None of the above
Ans: b

13. Interprocessor communication is done through ___________ among nodes-
a. Shared variable




b. Shared memory
c. Message passing




d. None of the above
Ans: c

14. Explicit vector instructions were introduced with the appearance of ___________.
a. Processors





b. Micro processor
c. Intel processors




d. Vector processors
Ans: b

15. An SIMD computer exploits ________ parallelism-
a. Spatial





b. Temporal
c. Both a & b





d. None of the above
Ans: a

16. Associate memory can be used to build __________ associative processors.
a. SISD





b. SIMD
c. MISD





d. MIMD
Ans: b

17. ___________ architecture supports the pipelined flow of vectors operands directly from the memory to pipelines and then back to memory.
a. Memory to memory




b. Register to memory
c. Memory to register




d. Register to register
Ans: a

18. _______ Architecture uses vector registers to interface between the memory and functional lines.
a. Memory to memory




b. Register to memory
c. Memory to register




d. Register to register
Ans: d

19. There are ________ families of pipelined vector processors.
a. 1






b. 2
c. 3






d. 4
Ans: b

20. At the system level the description of the ________ architecture is based on processor level building blocks.
a. Abstract





b. Concrete
c. Encapsulated




d. None of the above
Ans: b

21. The ___________ architecture of a processor often referred to as simply the architecture of the processor.
a. Abstract





b. Concrete
c. Encapsulated




d. None of the above
Ans: a

22. ________ classification shows the architectural evolution from sequential scalar computers to vector processors and parallel computers.
a. Von-Neumann’s




b. Nyquist’s
c. Flynn’s





d. None of the above
Ans: c

23. Pipelining offers an economical way to realize _________ parallelism in digital computers.
a. Spatial





b. Temporal
c. Concurrent





d. None of the above
Ans: b

24. The concept of _____ processing in a computer is similar to assembly lines in an industrial plan.
a. Vector





b. Sequential
c. Pipeline





d. None of the above
Ans: c

25. ______ are streamed into the pipe and get executed in an over-tapped fashion at the subtask level.
a. Successive tasks




b. Independent tasks
c. Concurrent tasks




d. All of the above
Ans: a

26. Weather modelling is ________ numeric computation.
a. Structured





b. Unstructured
c. Highly-structured




d. None of the above
Ans: c

27. CPI stands for-
a. Clock cycles per instructions


b. Click per instructions
c. Cycles per inch




d. None of the above
Ans: a

28. Pipelining yields a reduction in the _________ per instruction.
a. Fetching Line




b. Executions tine
c. Average execution time



d. None of the above
Ans: c

29. Pipelining _____________ the clock cycle time.
a. Decreases





b. Increases
c. Stabilizes





d. None of the time
Ans: a

30. In _________ pipeline all tasks have equal processing time in all station facilities.
a. Delay





b. Uniform-delay
c. Non-uniform delay




d. None of the above
Ans: b

31. CPU of modern digital computers can generally be partitioned into ________ sections.
a. 1






b. 2
c. 3






d. 4
Ans: c

32. Partitions of CPU is-
a. Instructions unit




b. Instruction queue
c. Execution unit




d. All of the above
Ans: d

33. ______________ is faster storage of copies of programs and data.
a. RAM





b. ROM
c. CACHE





d. Hard disk
Ans: c

34. Programs and data reside in the __________, which usually consists of interleaved memory modules.
a. Hard disk





b. Main memory
c. Cache





d. ROM
Ans: b

35. ______________ are fast registers for holding the intermediate results.
a. Latches





b. J.K
c. RS






d. Master slave
Ans: a

36. The instruction queue is ___ storage area-
a. FIFO





b. LIFO
c. FILO





d. All of the above
Ans: a

37. ___________ may contain multiple functional pipelines for arithmetic logic functions.
a. Instruction queue




b. Instruction unit
c. Execution unit




d. All of the above
Ans: c

38. _________ Hazard in pipelines is caused by resource conflicts.
a. Structural





b. Data
c. Control





d. None of the above
Ans: a

39. _________ hazards arise when an instruction depends on the results of previous instruction in a way that is exposed by the overlapping of instructions in the pipeline.
a. Structural





b. Data
c. Control





d. None of the above
Ans: b

40. ___ hazards arise from the pipelining of branches and other instructions the change the PC.
a. Structural





b. Data
c. Control





d. None o the above
Ans: c

41. Computer has gone through two major stages of development ___________ & _________.
a. Mechanical & Electrical



b. Pipelining & Distributed
c. Electrical & Concurrency



d. Pipelining & Mechanical
Ans: a

42. The study of Computer architecture involves both ____ organization and ___ requirements.
a. Hardware & Software



b. Register & Addressing Modes
c. Assembly & operation codes


d. Software & CPU
Ans: a

43.The term Computer Architecture was coined in ___ by the ‘Chief architects of the ___
a. 1974, 360 System




b. 1965, AT & T
c. 1964, IBM System




d. 1984, ENCI System
Ans: c

44. True/False
1. The sequential computer was improved bit-serial to word- parallel operations
2. The von-Neumann architecture is fast due to the sequential execution of instructions in the Program.
a. Only 1





b. Only 2
c. Both 1 & 2





d. None of the above
Ans: a

45. The study of architecture covers both ___ and ___.
a. Evolutional, Revolution
b. IBM System, Revolution
c. Instruction-set architecture, Machine implementation organizations
d. Evolutional, IBM System
Ans: c

46. ___ Architecture supports the pipelined flow of vector operands directly from the memory to Pipelines and then back to the memory. _____ Architecture uses vector registers to interface between the memory and functional Pipelines.
a. Memory –to-register, Register – to – Register
b. Memory –to-Memory, Register – to – Register
c. Memory –to-Pipelines, Register – to – Memory
d. Memory –to-register, Register – to – Pipelines
Ans: b

47. _______ offers an economical way to realize temporal parallelism in _______ computers.
a. Pipelining, Super




b. Pipelining, Digital
c. IBM System, Super




d. Evolutional, Digital
Ans: b

48. True/False
1. Pipelining is an implementation technique where multiple instructions are overlapped in execution.
2. A Pipeline is a compiler line.
a. Only 1





b. Only 2
c. Both 1 & 2





d. None of the above
Ans: a

49. ________ is faster storage of copies of programs & data, which are ready for execution. The Cache is used to close up the speed gap between the Main memory and the _______.
a. Cache Memory, CPU



b. CPU, Cache Memory
c. Primary Memory, Cache Memory


d. None of these
Ans: a

50. There are three classes of Hazards _________, _________ & _________.
a. Structural Hazards, Data Hazards, Control hazards.
b. Pipeline, System hazards, Data hazards
c. Linear, Uniform Linear, Cache
d. Pipeline, Linear, Cache
Ans: a
51. The lower-bound log2n is known as

a. Minsky’s conjecture



b. Maxsky’s conjucture

c. Mintsky’s conjucture



d. Maxvarient conjucture

Ans: a

52. The conventional von Neumann machines are called ______________

a. Data flow computers



b.Control flow computers

c. Instruction flow computers



d.Execution flow computers

Ans:b

53. Instruction fetch and data access are handled by ________ and __________Units

a. Fetch and Excecute Units



b.Fetch and Access units

c. Fetch and update units



d.Fetch and Operate Units

Ans:c

54.__________ classification is determined by degree of parallism and pipelining

a.Handler’s classification



b.Feng’s classification

c.Flynn’s classification



d.Micheal’s Classification

Ans:a

55.Instructions are decoded by ____________unit

a.Data unit





b.Control unit

c.Instruction unit




d.Execution unit

Ans:b

56.An Intrinsic MIMD computer is _________coupled

a.Loosely 





b.Moderately

c.Tightly





d.Partially

Ans:c

57.Weather modelling is necessary for ______range forecasts

a.Long






b.short

c.Middle





d.Far

Ans:b

58.LIPS stands for

a.Logical Interference Per Second


b.Long Interference Per Second

c. Later Interference Per Second


d.Large Interference Per Second

Ans:a

59.NASA has ordered a _________for earth resources satellite image processing

a.Passive parallel processor



b.Active parallel processor

c. Passively parallel processor


d. Massively parallel processor

Ans:d

60.The human body can be modelled by _____ scanning

a.CAT






b.CTA

b.CBT






d.CTB

Ans:a

UNIT II
1. _______ Complier must be developed to detect : The concurrency among vector instructions, which can be realized with pipelining. A _________ compiler would regenerate parallelism lost in the use of sequential languages.
a. Intelligent, Vectorizing



b. Vectorizing, Intelligent
c. Parallel, Pipeline




d. Cache Memory, data hazards
Ans: a

2. A __________ scheduling model is presented for multi-pipeline vector processes.
A long vector task can be partitioned into many _________.
a. Parallel task, Sub vectors.



b. Sub vectors, parallel task
c. Vectors, Pipelining




d. None of these
Ans: a

3. The instruction Processing Unit fetches and decodes _________ and ________ instructions.
a. Vector, Sub vector




b. Pipelines, parallel task
c. Scalar, Vector




d. Pipelines, Scalar
Ans: c

4. The superscalar issue was first formulated as early as ________. The superscalar processors have to issue multiple instructions per cycle, the first task necessarily is _________.
a. 1970, parallel decoding



b. 1975, Pipelines
c. 1980, CISC processors



d. None of these
Ans: a

5. Super scalar instruction issue comprises two major aspects
a. Pipelines, Superscalar



b. Vector, Sub vector
c. Issue Policy, Issue Rate



d. None of these
Ans: c

6. Superscalar processors have introduced intricate instruction issue policies, involving advanced techniques such as :
a. Shelving, Register naming, Speculative branch processing
b. Parallel decoding, Register naming, Shelving
c. Design space, Issue Policy, Issue Rate
d. None of these
Ans: a

7. A __​______ machine with memory – Memory
1. Operations can easily be substituted by the compiler and used as a register – register machine.
2. _____________ processors have fewer and simpler instructions than CISC processors.
a. GPR, RISC





b. RISC, GPR
c. CPU, CISC





d. RISC, CPU
Ans: a

8. Which specific task is not included in superscalar processing?
a. Parallel decoding




b. Superscalar instruction
c. Parallel instruction




d. Pipelines
Ans: d

9. Computer architecture is abstracted by its instruction set, which includes _______, _______, ___________ & __________.
a. opcode, addressing modes, registers, virtual memory
b. Pipelining, Rectorization, concurrency, opcode
c. Addressing modes, Pipelining, Register, opcode
d. Register, virtual memory, restoration, pipelining
Ans: a
10.InterProcessor communication is done through _________ among nodes

a. Shared variable




b. Shared memory

c. Message passing




d. None of the above

Ans:c

11. _________ is used to reduce cache hit time.
a. Pseudo-associative caches




b. Avoiding address translation during cache indexing
c. Early restart and critical word first
d. Giving priority to read misses overwrites
Ans:b

12. What does drive D or E symbolise?
a. Floppy drive




b. Hard disk
c. Second floppy drive



d. CD-ROM drive

Ans:d

13. The beginning of the architecture of the Itanium processor took place at ___.
a. Intel






b. Microsoft
c. Hewlett-Packard




d. Dell

Ans:c
14. In the year 1834, Babbage attempted to build a digital computer, called ___.
a. IAS machine




b. Difference engine
c. Analytical engine




d. Pascaline
Ans:c

15. In pipelining, the CPU executes each instruction in a series of following stages: Instruction Fetching (IF) —–> Instruction Decoding (ID) —–> Instruction Execution (EX) —–>________ and Register Write back (WB).
a. Linear pipelines




b. Non-linear pipelines
c. Structural hazards




d. Memory access (MEM)
Ans:d
16. The core element of parallel processing is _________.
a. Data sequencing.




b. CPU’s
c. Instruction execution



d. Printer
Ans:b

17. Ease-of-use and extensive graphic capabilities are the important characteristics of _______.
a. Servers





b. Desktop computers
c. Minicomputers




d. Micro-computers
Ans:b
18. ________ is a memory-memory vector machine and fetches vectors directly from memory to load the pipelines as well as stores the pipeline outcomes directly to memory.
a. CCF Cyber 205




b. CCD Cyber 205
c. CDC Cyber 205




d. CFC Cyber 205
Ans: c

19. Fine-grain threading is considered as a ________ threading.
a. Instruction-level




b. Loop level
c. Task-level





d. Function-level
Ans:a

20. An SIMD computer exploits _________ parallelism

a. Spatial





b.Temporal

c. Both a&b





d.None of the above

Ans:a

21. Define Mapping Process
a. It is a process of transforming data from main memory to cache memory.
b. It is a process that signifies the validity of locality of reference.
c. It is a process, which translates the main memory address to the cache memory address.
d. It is a process of detecting a word in the cache.
Ans:a

22. ___________ is the logical structure of a computer’s Random-Access Memory (RAM).
a. Memory addressing




b. Operation field
c. Address field




d. Addressing mode
Ans:a

23. __________ the pipeline solution is considered attractive due to its simplicity for hardware and software.
a. Instruction count – 0xFF01



b. Flush
c. Load-stall count – 0xFF02



d. Program counter
Ans:b
24. In dynamic scheduling, the hardware ________ the instruction execution to reduce stalling of the pipeline.
a. Rearranges





b. Bypasses
c. Forwards





d. Unhide
Ans:a

25. The ALU performs the indicated operation on the operands prepared in the prior cycle and store the result in the specified destination operand location.
a. Fetch instruction




b. Decode instruction
c. Execute instruction




d. Fetch operand
Ans:c
26. __________ states that “the performance improvement to be gained from using some faster mode of execution is limited by the fraction of the time the faster mode can be used.”
a. Principle of the locality



b. Hybrid technique
c. Variable-length technique



d. Amdahl’s Law
Ans:d

27. ______ is an operation that fetches the non-zero elements of a sparse vector from memory.
a. Strip mining





b. ETA-10




c. Scatter





d. Gather

Ans:d
28. __________ execution is the temporal behaviour of the N-client 1-server model where one client is served at any given moment.
a. Single data





b. Concurrent
c. Parallel





d. Multiple data
Ans:b

29. In which command, the interface responds by transmitting data?
a. Data input





b. Status
c. Data output





d. Control
Ans:c

30. Registers that are maintained by some of the processors for recording the condition of arithmetic, as well as logical operations, are called ___________.
a. Condition code registers



b. Non-condition code registers
c. Re-locatable code




d. Branch registers
Ans:a
31. ______ mapping is used in cache organisation which is the quickest and most supple organisation.
a. set associative




b. Direct




c. Sequential





d. Associative

Ans: d
32. The high-level attributes of a computer’s architecture, such as the memory system, the memory integration and the architecture of the internal processor or CPU, are components of the term _____.
a. Organisation




b. Hardware
c. Software





d. Instruction set
Ans:a

33. The smallest unit of memory that the CPU can read or write is _______.
a. Word





b. Mode
c. Cell






d. Field
Ans:c
34. In which of the following cases, any completing instruction may not be permitted to write its result?
a. One of the operands is the same as the result of the completing instruction
b. Existence of any instruction which has read its operand
c. Operands that do not have the same register as destination
d. If the scoreboard has not detected any WAR hazard
Ans:a
35. _______ is collecting the group of data elements distributed in memory and after that placing them in linear sequential register files.
a. Vectorisation




b. Pipelining
c. Memory





d. Vector register
Ans:a

36. The configuration, in which no difference between memory and I/O devices is seen by the CPU, is referred to as ____________.
a. Memory unit




b. Memory-mapped I/O
c. Memory address register



d. Memory unit
Ans:b
37. _________ address of the operand calculated during the prior cycle is used to access memory.
a. Memory access completion cycle


b. Instruction decode fetch cycle
c. Instruction fetch cycle



d. Memory access fetch cycle
Ans:a
38. A normal CPU operates on __________.
a. Multiple scalars




b. Multiple vectors
c. Vector





d. One scalar at a time

Ans:d
39. How many distinct functional units are present in CDC6600?
a. 16






b. 7
c. 5






d. 4
Ans:a
40. The fourth generation of computers (1978-till date) was marked by the use of _________.
a. Integrated Circuits




b. Large-Scale Integrated (LSI) circuits
c. Transistors





d. Vacuum Tubes
Ans:b

41. _________ occur when an instruction depends on the result of previous instruction in a way that is exposed by the overlapping of instructions in the pipeline.
a. Data hazards




b. Control hazards
c. Structural hazards




d. Hazard in the pipeline
Ans:a
42. In ______________ each address field determines two address fields i.e. either a memory word or the processor register.
a. Zero-address instructions



b. Two-address instructions
c. One-address instructions



d. Three-address instructions
Ans:b
43. What was used to store a small amount of bytes of data?
a. RAM





b. Disks
c. Punch cards





d. Tape drives
Ans:c
44. The scalar registers are also linked to the functional units with the help of the pair of ___.
a. Crossbars





b. Vertical bars
c. Horizontal bars




d. Straight bars
Ans:a
45. ________ must be able to deal with both register and memory operands as well as destinations.
a. CISC pipelines




b. RISC pipelines
c. Load/Store by-passing



d. Branch instructions
Ans:a
46. ________ design separates the testing for condition as well as branching. It is followed by Pentium which makes use of the flag register for recording the outcome of the test condition.
a. Test-and-jump




b. Condition code register
c. Set-then-jump




d. PC-relative
Ans:c

47. In __________ operation a vector moves from memory to vector register.
a. Integer operation




b. Logical operation
c. Load vector operation



d. Store vector operation
Ans:c
48. Which function can fetch and issue instructions from a queue or latch?
a. IF






b. DLX
c. ID






d. EX
Ans:a

49. _______ consists of a variety of expert instruction and may just not be frequently used in practical programs.
a. Complex instruction set computer


b. Reduced instruction set computer
c. Very long instruction word



d. Very short instruction word
Ans:a

50. The term RISC stands for _________.
a. Random Instruction Set Computing

b. Register Instruction Set Computing
c. Reduced Instruction Set Computing

d. Reduced Instruction Set Compiler

Ans:d
51.LCS stands for

a. Long core storage


b. Lean core storage

c. Large core storage


d. Large computer storage

Ans:c

52.The set of unique identifiers are called as _________space

a. Memory



b. Virtual

c. Medium



d. Overlay

Ans:b

53.A ________policy selects a location in memory where the fetched item will be placed

a. placement



b. fetch

c. reference



d. temporal

Ans:a

54.Associative mapping uses __________ mapping

a. Direct



b. Associative

c. Page




d. Demand

Ans: b

55.The virtual space is partitioned into______

a. Sectors



b. frames

c. pages



d. Blocks

Ans:c

56.PME stands for

a. Page Map Entry


b. Page Memory Entry

c. Page Main Entry


d. Page Mass Entry

Ans:a

57.There is only one page table for the system space. This page table is called ___________

a. Page table



b. Sector table

c. Frame table



d. System page table

Ans:d

58.The set of logically related contiguous data elements are produced are called_____

a. pages



b. segment

c. frames



d. blocks

Ans:b

59.STE stands for

a. Segment Table Entry

b. Segment Tab Entry

c. Segment Tall Entry


d. Segment Title Entry

Ans:a

60.Associated with each process is known as__________

a. Known segment table

b. Known small Table

c. Known  table


d. Known map table

Ans:a

UNIT III

1. For using the _____ technique, the compiler should have the entire knowledge of the system and its timings.
a. Pre-fetching





b. Non-blocking writes
c. Multithreading




d. Application of cache memory

Ans:a
2. ________ in a dataflow graph represent data paths.
a. Nodes





b. Sticky tokens
c. Edges





d. Data links
Ans:c
3. CPA stands for _________.
a. Carry-processor adder



b. Carry-propagation adder
c. Complex-process application


d. Computer-propagation adder
Ans:b

4. Consider the design aspects of a CM5 system with 32 processors and state which of the below options is true?
a. Memory of 32 Gbyte



b. 128 data paths
c. 3.0 synchronisation time



d. Peak speed of 128
Ans:b
5. ________ units are generally floating-point units that are completely pipelined.
a. Scalar registers




b. Vector load and store unit
c. Vector functional unit



d. Control unit
Ans:c

6. Which is the simplest scheme to handle branches?
a. Freeze or Flush the pipeline


b. Assume each branch as not-taken
c. Predict-not-taken or predict-untaken scheme
d. Assume each branch as taken
Ans:a
7. It deals with the issue of selection of hardware components and interconnecting them to create computers that achieve specified functional, performance and cost goals.
a. Von-Neumann Architecture


b. Computational Model
c. Execution Model




d. Computer Architecture
Ans:d
8. In this mode, the instruction specifies a register in the CPU that contains the address of the operand and not the operand itself.
a. Register Indirect Mode



b. Auto-increment or Auto-decrement Mode
c. Register Mode




d. Immediate Mode
Ans:a
9. Layout and ________ are the two aspects of branch processing.
a. Handling of unresolved conditional branches
b. Accessing the branch target path
c. Branch detection




d. Micro-architectural implementation

Ans:d
10. Which of the following storage devices require constant electricity?
a. Hard drive





b. Disks
c. Tape drive





d. RAM
Ans:d
11. _________ is used to reduce cache hit time.
a. Giving priority to read misses overwrites
b. Early restart and critical word first
c. Avoiding address translation during cache indexing

d. Pseudo-associative caches
Ans:c

12. The equation of average memory access time = Hit time + ________ x _______.
a. Miss rate, Miss penalty



b. Miss penalty, Cache size
c. Miss penalty, Hit time



d. Cache size, Miss penalty
Ans:a
13. ___________ is a register that temporarily stores the data that is to be written in the memory or the data received from the memory.
2. ___ identifies the address of memory location from where the data or instruction is to be accessed or where the data is to be stored.
a. Memory Address Register, Instruction Register
b. Memory Buffer Register, Memory Address Register
c. Memory Address Register, Memory Buffer Register
d. Instruction Register, Memory Address Register
Ans:c
14. The __________ should be checked for correctness.
2. ________ means either stores can bypass loads or vice versa, without violating the memory data b. Supercomputers, Main-frame computers dependencies.
a. Reorder buffer, Load and store reordering

b. Processor consistency, Reorder buffer
c. Speculative loads, Load/Store bypassing

d. Memory consistency, LMD
Ans:c
15. The process to replace a block of sequential code by vector instructions is called___________.
a. Vectorization




b. Synchronization
c. Vector processor


                        d. Pipelining


Ans:a
16. Consider the following statements with respect to RAIDS:
1. BIP is an acronym for Block-interleaved parity and is equivalent to RAID 3.
2. Magnetic disks help provide information when the disk fails as the information is recorded in each sector that helps detect errors.
State True or False:
a. 1- False, 2- False




b. 1- True, 2- True
c. 1- False, 2- True




d. 1- True, 2- False
Ans:c
17. 1. In pipelining, two or more instructions that are independent of each other can overlap. This possibility of overlap is known as ___.
2. In the case of DLX (DLX is a RISC processor architecture) pipeline, the structural & data hazards are examined during the ___.
a. Instruction level parallelism, Instruction decode
b. Floating-point registers, Structural hazards
c. Structural hazards, Data hazard


d. Instruction decode, Instruction level parallelism
Ans:a

18. Consider the following statements with respect to MPP:
1. If a fault occurs during computation, the sequence of instructions following the last dump to local memory must be repeated after the replacement of the fault-containing column.
2. The processing elements are linked by a 2-dimension near-neighbour mesh and this gives an advantage of high bandwidth.
State True or False:
a. 1- False, 2- False




b. 1- True, 2- True
c. 1- False, 2- True




d. 1- True, 2- False
Ans:c
19. 1. A common foundation or paradigm that links the computer architect
2. The ___ operates by manipulating symbols on a tape.
a. Computational model, Turing machine architecture
b. Turing machine architecture, Computational Model
c. Von-Neumann architecture, Dataflow architecture
d. Turing machine architecture, Von-Neumann architecture
Ans:a

20. Consider the following statements with respect to data hazards:
1. In pipelining, the control hazards arise when the sequence of reading/write accesses to operands.
2. Pipelining has a major effect on changing the relative timing of instructions by executing them at the same time. This leads to data and control hazards.
State True or False:
a. 1- True, 2- True




b. 1- False, 2- True
c. 1- True, 2- False




d. 1- False, 2- False
Ans:b
21. Consider the following statements with respect to instructions for control flow:
1. In a program control type of instruction, execution of the instruction may change the address value in the program counter and cause the flow of control to be altered.
2. Once a data transfer or data manipulation instruction is executed, control returns to the decode cycle with the program counter containing the address of the instruction next in sequence.
State True or False:
a. 1- True, 2- True




b. 1- False, 2- False
c. 1- False, 2- True




d. 1- True, 2- False

Ans:d
22. _________ is systems with multiple CPUs, which are capable of independently executing different tasks in parallel.
2. In this category every processor and memory module has a similar access time.
a. Multiprocessor, UMA



b. UMA, Microprocessor
c. Microprocessor, Multiprocessor


d. UMA, NUMA
Ans:a
23. The Cray-1usually had a performance of about ___, but with up to three chains running, it could hit the highest point at ___.
a. 80 MFLOPS, 140 MFLOPS


b. 80 MFLOPS, 120 MFLOPS
c. 80 MFLOPS, 240 MFLOPS


d. 120 MFLOPS, 240 MFLOPS
Ans:c
24. Consider the below-mentioned statements with respect to virtual address mode.
1. In the virtual address mode, cache access efficiency is faster than the physical addressing mode.
2. In the virtual address mode, cache lookup is delayed.
State True or False:
a. 1- True, 2- False




b. 1- True, 2- True
c. 1- False, 2- False




d. 1- False, 2- True

Ans:d
25. __________ executes only the instructions that are commonly used in programs and thus, makes the process simpler. _______ consists of a variety of expert instructions and may just not be frequently used in practical programs.
a. Complex instruction set computer (CISC), Very long instruction word (VLIW)
b. Reduced instruction set computer (RISC), Complex instruction set computer (CISC)
c. Reduced instruction set computer (RISC), Very long instruction word (VLIW)
d. Very long instruction word (VLIW), Reduced instruction set computer (RISC)
Ans:b

26. Consider the below-mentioned statements with respect to the dataflow graph:
1. Dataflow graph is also called a flow dependency graph.
2. Dataflow graph is asynchronous as the execution of a node starts when matching data is available at a node’s input ports.
State True or False:
a. 1- True, 2- True




b. 1- True, 2- False
c. 1- False, 2- True




d. 1- False, 2- False
Ans:c

27. Consider the following statements with respect to the number of pipeline stages used to perform a given task:
1. Specification of the subtasks to be performed in the only the first stage of the pipeline.
2. Layout of the stage sequence, i.e., whether the stages are used in a strictly sequential manner or some stages are recycled.
State True or False:
a. 1- True, 2- True




b. 1- True, 2- False
c. 1- False, 2- False




d. 1- False, 2- True

Ans:d
28. 1. ___ is a method that is basically utilised for handling the problems related to the branch.
2. ___ helps in instruction execution. It receives branch instructions and resolves the conditional branches as early as possible.
a. Branch processing, Intel IA-64 architecture
b. Branch prediction, Branch processing
c. Intel IA-64 architecture, RISC


d. PC register, Branch prediction
Ans:b

29. 1. ___ occur from resource conflicts when the hardware cannot support all possible combinations of instructions in simultaneous overlapped execution.
2. ___ occurs when an instruction depends on the result of previous instruction in a way that is exposed by the overlapping of instructions in the pipeline.
a. Structural hazards, Data hazards


b. Control hazards, Structural hazards
c. Cache miss, Hazard in the pipeline


d. Control hazards, Cache miss
Ans:a

30. Consider the following statements with respect to parallelism in pipelining:
1. When two or more instructions that are independent of each other, overlap, they are called Dynamic Scheduling.
2. Straight line parallelism is always greater than loop level parallelism.
State True or False:
a. 1- True, 2- True




b. 1- True, 2- False
c. 1- False, 2- False




d. 1- False, 2- True
Ans:c

31. Consider the following statements with respect to I/O performance measures:
1. Throughput is the average number of tasks completed by the server over a period of time.
2. The two most commonmeasures of I/O performance, used currently, are throughput and responsetime
State True or False:
a. 1- True, 2- True




b. 1- False, 2- False
c. 1- True, 2- False




d. 1- False, 2- True
Ans:c
32. The memory blocks are mapped on to the cache with the help of __________
a) Hash functions




b) Vectors
c) Mapping functions




d) None of the mentioned

Ans:c
33. During a write operation if the required block is not present in the cache then _________ occurs.
a) Write latency




b) Write hit
c) Write delay





d) Write miss

Ans:d

34. In ________ protocol the information is directly written into the main memory.
a) Write through




b) Write back
c) Write first





d) None of the mentioned

Ans:a
35.  The only drawback of using the early start protocol is ___________
a) Time delay





b) Complexity of circuit
c) Latency





d) High miss rate

Ans:b
36. The method of mapping the consecutive memory blocks to consecutive cache blocks is called __________
a) Set associative




b) Associative
c) Direct





d) Indirect

Ans:c
37. The associative mapping is costlier than direct mapping.
a) True






b) False
Ans:a
38. The bit used to indicate whether the block was recently used or not is _______
a) Idol bit





b) Control bit
c) Reference bit




d) Dirty bit
Ans:d
39. It is possible to achieve parallelism

a) With and within the CPU



b) With many CPUs only

b) Without CPUs




d) All of the above

Ans: a
40. A CPU is also called as a

a) PE






b) Parallel computer

b) ALU





d) None of the above

Ans: a
41.100 MFLOPs corresponds to:
a) i/ 100 million floating-point operations/second
b) 1/1010 million floating-point operations/second
c) 100 million floating-point operations/second
d) None of the above

Ans: c
42. Second Generation computers belong to:
a. 1945 – 54





b. 1955 – 64

 c. 1965 – 74





d. None of the above
Ans: b
43. Third generation computers uses:

a. Multiprogramming and time-sharing

b. Multiprogramming

c. Multithreading




d. All of the above

Ans: a
44. With each new generation, the circuiting size becomes:
a. Bigger





b. Smaller
c.  Smaller and advanced



d. None of the above
Ans: c
45. Which of the following computers belong to 5th generation:
a. Cray-XMP





b. Intel Paragon

c.  VPP 500





d. Both Intel Paragon and VPP 500

Ans: d
46. ENIAC stands for:
a. Electronic Numerical Integrator and Calculator
b. Electronic Number Integration and Calculation

c. Enhanced Number Integrator and Calculator
d. None of the above

Ans: c
47. RTL stands for:
a. Register Transfer Language


b. Remote Transfer Language

c. RISC Transfer Language



d. None of the above

Ans: a
48. Tera flops means:
a. 1014






b. 1010 

c.   1012





c. None of these

Ans: c

49. Parallelism is equal to

a. Hardware parallelism only



b. Hardware parallelism + Software parallelism

c.   Software parallelism only



d. None of the above

Ans: a
50. The first mechanical adder/substractor was built in Franceby:

a. Charles Babbage




b. Blaise Pascal

c.  Luse





d. Howard Aiken

Ans:b
51. Interdependencies of all sub tasks form the __________graph

a. Linear graph




b. Precedence graph

c. Stage graph





d. Pipeline graph

Ans:b

52. The __________pipeline assume only one functional configuration at a time

a. Dynamic





b. Partial

c. Static





d. Multifunctional

Ans:c

53.A ________is used to prefetch up to 8 double words of instruction

a.buffer





b.controller

c.interrupt





d.branch

Ans:a

54.  The ________ is also used for branch address generation

a. Adder





b. Subtractor

c. Multiplier





d. Divisor

Ans:. A

55. _________ unit has built in add and shift function

a. Control





b. Interrupt

c. Memory





d. Arithmetic and Logic

Ans:d

56.Pipeline can perform ________and __________operations

a. Multiply , Divide




b. Add, Subtract

c. Divide, Squaring




d. Divide, Add

Ans:c

57. ASC stands for __________

a. Advanced scientific computer


b. Automatic Signal Controller

c. Advanced scientific chip



d. Automatic Signal Chip

Ans:a

58. ________pipelines are 2 dimensional pipelines with multiple data flow stream

a. Arithmetic





b. Array

c. Matrix





d. Data

Ans:b

59.__________ tagging refers to use of tagged registers

a. Buffer





b. Reservation

c. Arithmetic





d. Register

Ans: d

60. WAR stands for __________

a. Write After Read




b. Write And Read

c. Write Along Reading



d. Write And Record

Ans:a

UNIT IV

1. CDC-6600 has how many functional units:

a. 5






b. 10

c. 15






d. 20

Ans: b
2. Instruction execution involves five phases which are:

a. Fetch, decode, operand, fetch, Execution, results.

b. Operand fetch, fetch, decode, Execution, results.

c. Fetch, execute, decode, operand fetch, results.

d. None of the above

Ans: a
3. CPU means:
a. ALU – CU





b. ALU + CPU

c. ALU + CU





d. None of the above
Ans: b
4. A COMA model comprises of:

a. Multiprocessor + Cache memory


b. Multiprocessor + Main memory

c. Microprocessor + Cache memory


d. None of the above

Ans: a
5. NORMA means:

a. Message passing multicomputer


b. Mainframes
c. Vector supercomputer



d. None of the above

Ans: a

6. Array Processors are put under which of these categories:

a. SISD





b. SIMD

c. MISD





d. MIND

Ans: SIMD
7. According to Fengs, average parallelism degree, P is given by the formula:

a. P_{a}=\frac{P}{T}Pa​=TP​

b. P_{a}=\sum_{i=1}^{T}\frac{P_{i}}{T}Pa​=∑i=1T​TPi​​

c. P_{a}=\frac{P}{T_{i}}(i\leftarrow 1 to T)Pa​=Ti​P​(i←1toT)

d. None of the above

Ans: b​
8. LAN like Ethernet is a:

a. Loosely coupled




b. Pipelining
c.   Not coupled




d. None of the above

Ans:a
9. The process of allowing instructions to execute out of order when resources are sufficient is called 

a. Scaffolding





b. Pipelining

c. Score boarding




d. None of the above

Ans: c
10. The speed-up, S(n), is given by:
a. S(n)=T(1)\ast T(n)S(n)=T(1)∗T(n)


b. S(n)=T(n)/ T(1)S(n)=T(n)/T(1)

c. S(n)=T(1)/ T(n)S(n)=T(1)/T(n)


d. None of the above

Ans: c
11. The number of machine instructions to be executed in the program is called as the:

a. Cycle





b. Time Period

c. Instruction Count




d. None of the above

Ans: c
12. . In temporal parallelism, temporal refers to

a. Time





b. Space

c.  PEs Count





d. None of these

Ans: a
13. The equation for Amadahl’s law is:

a. S(n)_{n\rightarrow \infty }=\frac{1}{f}S(n)n→∞​=f1​

b. S(n)_{n\rightarrow \infty }=fS(n)n→∞​=f
c. S(n)_{n\rightarrow \infty }=\frac{1}{T}S(n)n→∞​=T1​

d. None of the above

Ans: c​

14. Performance (P) and execution time (T) of CPU are related by:

a. P\propto TP∝T




b. P\propto \frac{1}{T}P∝T1​

c.  P=TP=T





d. P+TP+T
Ans: b
15. David Kuck of University of Illinios adopted:

a. Implicit Parallelism




b. explicit Parallelism

c. Both






d. None of the above

Ans:a
16. Conditions of parallelism were given by:
a. Charles Babbage




b. Bernstein

c. Albrecht





d. None of the above

Ans: b
17. According to Bernstein, two process, Pi and Pj can execute in parallel if and only if:

a. P_{i}\parallel P_{j}Pi​∥Pj​



b. P_{i}/ P_{j}=1Pi​/Pj​=1

c. P_{i}\ast P_{j}=1Pi​∗Pj​=1



d. None of the above

Ans:a
18. For two statements, S1 and S2, if an execution path exists from S1 to S2 then they are said to be:

a. Antidependent




b. Flow dependence

b. Output dependence




d. None of the above

Ans: b
19. A program segment chosen for parallel processing is known as:

a. Grain





b. Cluster

c. Work station




d. None of the above

Ans: a
20. A compiler that automatically detects the parallelisms is known as:

a. Optimizing compiler



b. Run-time compiler

c. Interpreter





d. None of the above
Ans: a
21. A loop level parallelism has a grain size of:

a. 20






b. 200

c. 500






d. None of the above

Ans: c
22. Demand driven computers are also known as:

a.  Control flow computer



b. DFC
c. Reduction computers



d. None of the above
Ans: c
23. Pentium-IV works on:

a. Control flow mechanism



b. Data flow mechanism

c. Demand-driven mechanism


d. All of the above

Ans: a

24. Static data flow computer (SDFC) was given by:

a. Dennis





b. Bernstein

c. Albrecht





d. None of the above

Ans: a
25. Pipelining uses:

a. data parallelism




b. temporal parallelism

c. spatial parallelism




d. None of the above

Ans: b

26. Scalar pipelines are under:

a. Software control




b. Hardware control

c. Firmware control




d. None of the above

Ans: a

27. The utilization pattern of successive stage in the pipeline is
a. Space-time diagram




b. Reservation table
c. Both the above




d. None of the above

Ans:c
28. Latency values must:

a. Negative





b. Positive

b. Either Negative and Positive


d. None of the above

Ans: b
29. Forbidden latency means:

a. Distance between any two checkmarks in the same row of the reservation table

b. Distance between any two checkmarks in the same column of the reservation table

c. Distance between all the checkmarks

d. None of the above

Ans: a
30. The average latency of a constant cycle is:

a. Constant





b. Latency itself

c. Not Known





d. None of the above

Ans: b
31. CPA stands for:

a. Carry power adder




b. Carry storage adder

c. Carry simple adder




d. None of the above

Ans: c
32. CSA stands for.

a. Carry save adder




b. Carry storage adder

c. Carry simple adder




d. None of the above

Ans: a
33. A separate register that has one bit to identify each register of the register file is called as a  

a. Blackboard





b. Whiteboard

c. Scoreboard





d. None of the above

Ans: c

34. Loop scheduling includes:

a. Loop unrolling




b. Software Pipelining

c. Both






d. None of the above

Ans: c
35. In out-of-order execution, the task are:

a. in different order




b. in same order

c. no order





d. None of the above

Ans: a
36. A possible execution path within a loop is known as:

a. Control path




b. Flow path

c.    Trace





d. None of the above

Ans: c

37. During loop scheduling, when the loop size is large, the relative gain is:

a. Large





b. Less

c. No change





d. None of the above

Ans: Less

38. Real pipelines are:

a. Linear





b. Non-Linear

c. Exponential





d. None of the above

Ans: b
39. CISC stands for:

a. Compound Instruction Symbolic Computer
b. Complex Instruction Set Computer

c. Common Idea Set Computer


d. None of the above
Ans: a
40. CISC microprocessors have:

a. Complex machine instruction


b. Best addressing capability

c. Both the above




d. None of the above 

Ans: d
41. A system in which one instruction is issued per cycle:

a. Base Scalar processor



b. Super Scalar  

b. Vector





d. None of the above  

Ans: a
42. For an ideal pipeline, effective CPI is:

a. 1






b. 2

c. 3






d. 4

Ans: a

43. RISC stand for:

a. Remote Instruction Set Computer  

b. Reduced Instruction Set Computer  

c. Ram Instruction Set Computer  


d. None of the above

Ans: b
44. 8086/186/286/386 are examples of:

a. Vectors





b. RISC

c. CISC





d. None of the above

Ans: c
45. RISC has:

a. Unified cache




b. I and D cache

c. L1 cache





d. None of the above

Ans:b
46. Pentium employs a:

a. BTB





b. PSP

c. ASP






d. DSP

Ans: a
47. A pure CISC processor is:

a. 186






b. 286

c. 386






d. 486

Ans: c
48. More RAM is required in:

a. CISC





b. RISC

c. Vectors





d. None of the above

Ans: b
49. Parallel Execution

a) A sequential execution of a program, one statement at a time

b) Execution of a program by more than one task, with each task being able to execute the same or different statement at the same moment in time

c) A program or set of instructions that is executed by a processor.

d) None of these

Ans:b
50. Cache Coherent UMA (CC-UMA) is

a) Here all processors have equal access and access times to memory

b) Here if one processor updates a location in shared memory, all the other processors know about the update.

c) Here one SMP can directly access memory of another SMP and not all processors have equal access time to all memories

d) None of these

Ans: bAns »

 HYPERLINK "https://careericons.com/computer-aptitude-quiz/parallel-computing/discussed-1231/" Discuss »
51. Two types of communication are _________and __________

a. Static, Dynamic


b. Synchronous, Asynchronous

c. Straight, Random


d. Circuit, Packet

Ans:b

52. Two types of switching methodologies are __________and ____________

a. Static, Dynamic


b. Synchronous, Asynchronous

c. Straight, Random


d. Circuit, Packet

Ans:d

53.Many stages of interconnected Switches form a _____________network

a. Multistage



b. Straight

c. Exchange



d. Array

Ans:a

54. A network which can handle all possible connections without blocking are called _____network

a. Blocking



b. Non blocking

c. Re-arrangeable


d. Benes

Ans:b

55.The _________ stage control uses the same control signals to set all switch boxes in the same stage

a. Separate



b. Individual

c. Partial



d. Joint

Ans:b

56. A Barrel shifter has been implemented with multiple stages in the form of ____________

a. Data Manipulator


b. Data Replicator

c. Data Spacing



d. Data Complimenting

Ans:a

57. The ____and _____operation can be implemented with the sequence of interchange operations

a. Sort, Unsort



b. Quick, Random

c. Odd, Even



d. Shuffle, Unshuffle

Ans: d

58. Associative memories are also known as _________

a. Multicast memory


b. Sequential memory

c. Random Access


d. Content Addressable memory

Ans:d

59. ___________ is a vertical column of bit cells of all words at the same position

a. Byte Slice



b. Bit Slice

c. Word Slice



d. Double Word Slice

Ans: b

60. Associative processes are classified into _______major classes

a.3




b.4

c.2




d.5

Ans:c

UNIT V
1. It is possible to achieve parallelism

a) With and within the CPU



b) With many CPUs only

c) Without CPUs




d) All of the above

Ans: With and within the CPU
2. A CPU is also called as a

a) PE






b) Parallel computer

c) ALU





d) None of the above

Ans: a

3. 100 MFLOPs corresponds to:

a) i/ 100 million floating-point operations/second
b) 1/1010 million floating-point operations/second

b) 100 million floating-point operations/second
d) None of the above

Ans: c
4. Second Generation computers belong to:

a) 1945-54





b) 1955-64

c) 1965-74





d) None of the above

Ans: 1955-64
5. Third generation computers uses:

a) Multiprogramming and time-sharing

b) Multiprogramming

c) Multithreading




d) All of the above

Ans: a
6. Parallel computing can include

a) Single computer with multiple processors


b) Arbitrary number of computers connected by a network

c) Combination of both A and B

d) None of these

Ans:c
7. In shared Memory

a) Changes in a memory location effected by one processor do not affect all other processors.

b) Changes in a memory location effected by one processor are visible to all other processors

c) Changes in a memory location effected by one processor are randomly visible to all other processors.

d) None of these

Ans: b
8. Collective communication

a) It involves data sharing between more than two tasks, which are often specified as being members in a common group, or collective.

b) It involves two tasks with one task acting as the sender/producer of data, and the other acting as the receiver/ consumer.

c) It allows tasks to transfer data independently from one another.

d) None of these

Ans :a
9. Data dependence is
a) Involves only those tasks executing a communication operation

b) It exists between program statements when the order of statement execution affects the results of the program

c) It refers to the practice of distributing work among tasks so that all tasks are kept busy all of the time. It can be considered as minimization of task idle time.

d) None of these

Ans :b
10. In the threads model of parallel programming                                                        
a) A single process can have multiple, concurrent execution paths

b) A single process can have single, concurrent execution paths.

c) A multiple process can have single concurrent execution paths.

d) None of these

Ans :a
11. It is the simultaneous use of multiple compute resources to solve a computational problem

a) Parallel computing




b) Single processing

c) Sequential computing



d) None of these

Ans:a
12.Two different set of architectural model for a Multiprocessor are

a.Tightly coupled




b.Loosely coupled

c.Both a&b





d.None of the above

Ans:c
13.The type of Intercluster messages are

a.Forward message




b.Return Message



c.Both Forward message & Return message

d.None of the above
Ans:c

14.PDP-11 Unibus has _____ signal lines

a.56






b.66

c.76






d.86

Ans:a
15.In Daisy chaining all the services are effectively assigned  __________priorities according to their location along the bus grant control line

a. Dynamic





b.Static

c.Both Dynamic and static



d.None of the above
Ans:b
16.Algorithm for dynamic computing priorities are​​​​​​​​​_____________ 

a.Least Recently Used




b.Rotating daisy chain
c.Both a&b.





d.None of the above

Ans:c
17.The ______________scheme treats all the processors as well as other resources symmetrically or as an anonymous pool of resources
a.Floating supervisor control



b.Separate supervisor system

c.Both a&b





d.None of the above
Ans:a

18.The process that executes the unit of code is called ________
a.core






b.chore

c.chord






d.None of the above

Ans:b

19.When two processes are blocked indefinitely they are called as
a.Deadly Embrace or Deadlock


b.Mutual Exclusion

c.Semaphore





d.Hold and wait

Ans:a

20.A suspended process may enter the pool of __________ process

a.run






b.blocked

c.wait






d.ready

Ans:b

21.The ________ and ___________scheduling  operation is used to select activate the new process entering into processing environment
a.Long term





b.Medium term

c.Medium and long term



d.None of the above

Ans:c

 22. A typical _________ program creates some remote objects, makes references to these objects accessible, and waits for clients to invoke methods on these objects.
a) Server





b) Client
c) Thread





d) Concurrent

Ans:a

23. There are ___________ families of pipelined vector processors.

a. 1







b. 2

c. 3







d. 4

Ans: b
24. At the system level the description of the___architecture is based on processor level building blocks.
a. Abstract





b. Concrete
c. Encapsulated




d. None of the above
Ans: b
25.Partitions of CPU is-
a. Instructions unit




b. Instruction queue
c. Execution unit




d. All of the above
Ans: d
26.______________ is faster storage of copies of programs and data.
a. RAM





b. ROM
c. CACHE Memory




d. Hard disk
Ans: c
27.Programs and data reside in the _____, which usually consists of interleaved memory modules.

a. Hard disk





b. Main memory

c. Cache





d. ROM
Ans:b
28. _______ may contain multiple functional pipelines for arithmetic logic functions.
a. Instruction queue




b. Instruction unit
c. Execution unit




d. All of the above
Ans: c

  29. ________ Hazard in pipelines is caused by resource conflicts.
a. Structural





b. Data
c. Control





d. None of the above
Ans: a

30.Hazards arise when an instruction depends on the results of previous instruction in a way that is

  exposed by the overlapping of instructions in the pipeline.

a. Structural





b. Data

c. Control





d. None of the above

Ans: b

31.  Hazards arise from the pipelining of branches and other instructions that change the PC.

a. Structural





b. Data

c. Control





d. None o the above

Ans: c
32. Computer has gone through two major stages of development _ & _.
a. Mechanical & Electrical



b. Pipelining & Distributed
c. Electrical & Concurrency



d. Pipelining & Mechanical
Ans: a
33.The study of Computer architecture involves both _ organization and _ requirements.

a. Hardware & Software



b. Register & Addressing Modes

c. Assembly & operation codes



d. Software & CPU

Ans: a
34. With a ……………… architecture, the operating system kernel always runs on a particular processor

where the other processors may only execute user programs and perhaps operating system utilities.
a. master/slave





b. symmetric multiprocessor
c. cluster





d SIMD
Ans a
35. In a …………………, the kernel can execute on any processor, and typically each processor does self-scheduling from the pool of available processes or threads.
a. master/slave





b. symmetric multiprocessor
c. cluster





d. SIMD
Ans b
36. In master/slave architecture, the ……………… can become a performance bottleneck, because it alone must do all scheduling and process management.
a. master





b. slave
c. both






d. none
Ans a
37. If each processors each have dedicated memory, communication among the computers is either via fixed paths or via some network facility, such system is known as ……………….
a. master/slave





b. symmetric multiprocessor
c. cluster





d. SIMD
Ans c
38. In the architecture of a parallel processor system, a set of processors simultaneously execute different instruction sequences on different data sets.
a. SISD






b. SIMD
c. MISD





d. MIMD
Ans d
39. Within ………………. architecture of parallel processor systems, single machine instruction controls the simultaneous execution of the number of processing elements in lockstep basis.
a. SISD






b. SIMD
c. MISD





d. MIMD
Ans b
40. In …………… the micro-kernel has to control the hardware concept of address space to make it possible to implement protection at the process level
a. Low-level memory management


b. Interprocess communication
c. I/O






d. Interrupt management
Ans a

41. In ……………… message includes a header that identifies the sending and receiving process and a body that contains direct data.
a. Low-level memory management


b. Interprocess communication
c. I/O






d. Interrupt management
Ans b
42. With a ………………. architecture, it is possible to handle hardware interrupts as messages and to include I/O parts in address spaces.
a. Thread





b. SMP
c. Micro-kernel





d. Process
Ans c
43. A ……………. is an entity corresponding to a user job or application that owns resources such as memory and open files.
a. Thread





b. SMP

c. Micro-kernel





d. Process
Ans:d
 
44.The cost of a parallel processing is primarily determined by:
a. Time complexity    




b. Switching complexity
c. Circuit complexity




d. None of the above
Ans: b
45. In  parallel algorithm some process have to wait for other process are called

a.Synchronized Algorithms



b.Asynchronized algorithms

c. Wait process




d.Parellel Algorithms

Ans:a

   46.The number of processes in partition is called as
a.Degree of composition



b. Degree of decomposition

c.Degree of Equalence



d.None of the above

Ans:b
47. The number of machine cycle in execution of instruction is random it is stated as

 a.Performance time fluctuations


b.Efficiency time
c.Execution  time fluctuations



d.None of the above

Ans:c

48.Parallel Algorithm Models

a.Data parallel Model




b.Bit model

c.data model





d.Network model

Ans:a

49.For interprocessor communication the miss arises are called
a. Hit rate





b. coherence misses

c. comit misses





d. parellel processing

Ans:b

50.Divide and conquer approach is known for
a.Sequential algorithm development


b.Parallel algorithm development

c.Task defined algorithm



d.Non defined algorithm

Ans:a

51. LCS stands for__________

a. Loosely Coupled Systems



b. Lateral Control System

c. Loosely Controlled Systems



d. Lateral Coupled Systems

Ans:a

52. TCS stands for

a. Tightly Coupled Systems



b. Tall Coupled Systems

c. Tolerent Coupled Systems



d. True Coupled systems

Ans:a

53.The ____is regarded as lower level among program modules

a.Buses






b.Cluster

c.Kmap






d.Sectors

Ans:b

54.The Intercluster bus is also called _____switched bus

a.circuit






b.packet

c.Kmap






d.Socket

Ans:b

55. The two level hierarchy can be extended to _________level hierarchy

a. m






b.n

c. z






d.s

Ans:b

56. ULM stands for __________

a. Unused Local Memory



b. Unmapped Local Memory

c. United Local Memory



d. Unified Local Memory

Ans:b

57. __________operation  saves the state of current process

a. Process Switch




b. Context Switch

c. Supervisor Switch




d. Processor Switch

Ans:d

58.The ___bus request signal are used for requesting bus control by a master at 4 different priority levels

a. 4






b.5

c. 6






d.7

Ans:b

59.FTS stands for_______

a. Fast Time Slicing




b. First Time Slicing

c. Fixed Time Slicing




d. Fast Track Slicing

Ans:c

60. Cross Bar Switch has a potential for_______bandwidth

a. lowest





b. medium

c. highest





d. Largest

Ans:c
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